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1. Ilepeyens MIaHUPYEMBIX Pe3yJ1bTATOB 00y4eHHUs N0 JMCHUILJIMHE, COOTHECEHHBIX €
IJIAHUPYEMBbIMH pPe3y/IbTaTaMH 0CBOCHHs 00pa30BaTe/IbHON MPOrpaMMbl

[Tpouecc n3ydeHus: JUCHUILIMHBI HApaBlieH Ha (OPMUPOBAHUE CIAEAYIOUIUX KOMIETEHIIUN
OI1 BO u oBnazeHue ciaenyomuMe pe3yabTaTaMi 00y4eHus 0 AUCIUILTHHE:

3Hanus:

- MEeXKYJIBTYPHBIE OCOOCHHOCTH BEJICHUSI HAYYHOU JACSITETbHOCTH;

- MpaBWIa KOMMYHHKAaTHBHOTO TIOBEJICHUS B CHUTYallUX MEXKKYJIbTYPHOTO Hay4HOTO
0011IeHUS,

- TpeOOBaHUS K O)OPMIICHUIO HAYUYHBIX TPYAOB, IPUHSATHIX B MEXKIYHAPOAHON IPAKTHKE.

Ymenust:

- OCYHIECTBJIATh YCTHYIO KOMMYHMKAIIMIO B MOHOJIOTMYECKOH M Juanoruueckoi dopme
Hay4YHOW HAIPaBIECHHOCTH (JIOKJIaJ], COOOIEHNE, TPE3CHTALINSI, 1e0aThl, KPYTJIbIi CTOMN);

- IMCaTh HAYYHbBIE CTaThbH, TE3UCHI, pedepaTsi;

- YATaTh OPUTHHAIBHYIO JTUTEPATypy HA MHOCTPAHHOM SI3BIKE B COOTBETCTBYIOIICH OTpaciiv
3HAHUM;

- 0OPMIIATH M3BJICUCHHYIO M3 MHOCTPAHHBIX HCTOYHUKOB WH(OPMAITUIO B BUJIE

nepeBoja, pedepara, aHHOTAIUY;

- U3BJIEKaTh WH(GOPMAIUIO U3 TEKCTOB, MPOCIYIIMBACMBIX B CHUTYAIIUSX MEXKYJIBTYPHOTO
HAyYHOTO O0IEeHUs U MPOPECCHOHATBHOTO (JIOKIa, JEKIUs, MHTEPBBIO, A1e0aThl, U JIp.);

- ACIIOJIB30BATh ATUKETHBIC ()OPMBI HAYIHO - MPOPECCHOHATBHOTO OOIICHHS,

- YeTKO U SICHO M3J1araTh CBOIO TOUYKY 3pEHUs M0 HAYYHOU MpobiieMe Ha MHOCTPAHHOM SI3bIKE;

- TPOU3BOIUTH PA3NIMYHBIC JIOTUYCCKUE ONepanuy (aHaim3, CUHTE3, YCTAaHOBJICHUC
MIPUYHMHHO-CIIEICTBEHHBIX CBA3EH, apryMeHTUpOBaHue, 000011IeHUe U BBIBOJ, KOMMEHTHPOBAHNUE);

- IOHUMATh U OIICHUBATH YYXKYIO TOUKY 3PEHUS, CTPEMHUTHLCS K COTPYTHUICCTBY,

JOCTHIKEHHUIO COTNiacusi, BhIpabOTKe OOIIel MO3UIMH B YCIOBHSIX Pa3iUyusl B3TJISIIOB H
yOeKACHUI.

HaBbikn:

- 00paboTKO# 00IBIIOr0 00BbEMa HHOS3BIYHOM HH(OPMAITUH C 1IEIIBIO MOATOTOBKH pedepara;

- oopMIICHHEM 3asIBOK Ha y4acTUE B MEKIYHAPOIHOM KOH(DepeHIHH;

- HalTMcaHueM padoT Ha HHOCTPAHHOM SI3bIKE JIJIS ITYOJIMKAIIMH B 3apy0eKHBIX JKypHaJax.

2. Hepeqeﬂb OHCHOYHBIX CPEACTB IO JUCHUIIJIMHE

Ouenounoe
o Cpe/CTBO
= NpPOBePKH
HaumenoBanue 2 Kon unaukaropa posep
Ne S . pe3yJbTaToB
pasaesa/TeMbl S | MOCTHIKEHHS KOMIeTEeHIN i
&) JAOCTHKEHU S
HHIMKATOpA
KOMIIETEeHIM I
1 Beenenue: Koppekuns
MIPOU3HONICHHUS.
HNuTtonannonnoe opopmieHue
MPEJIOKEHUS, CIIOBECHOE
. CobecenoBanue
Paspnen 1. KoppexkTupyrommii ynapenue. PasroBopHas
10 TEME HAyYHOTO
KYypC TPAMMAaTHKH 2 | mpaktuka o Teme: [lepenaua
. UCCJICTIOBAHMSI,
aKTyaJIbHOW HH(POPMAIINH -
pedepar.
onucanue. DopmupoBaHue
CJI0Baps ClielraibHON
JIEKCUKH TIO TEME:
o0IeHayIHON JTEKCUKH 1




TepMHHOB. [IpocMoTpoBOE
YTEHHUE.

I'pammartuka: Yactu peuu:
apTUKIJIU, CYIIECTBUTEIBHOE,
IpUIaraTeabHOE, Hapeuue,
npemioru. [lopsnok cios B
IIPOCTOM IIPEIOKEHHUH.
MonanbHbl€ TIIaroibl 1 UX
skBUBaJeHTHL. [lepeBon
Hay4HBIX TEKCTOB:
0COOCHHOCTH MepeBo/Ia
HU3YyYaAEMBIX SIBJICHUM.
IMucbMo: mI1aH/KOHCHEKT K
IPOYUTAHHOMY, ONHCaHUE-
OTUYET.

Pa3nea 2. Hayunas Jiekcnka
U NepeBo/i HAYYHBIX TeKCTOB

Pa3roBopHasi mpakTHKa:
MOJIMOTOBKA MPE3CHTAIIHH.
BeicTynuienue ¢
MOJIFOTOBJICHHOM
Mpe3eHTalne
(aprymenTarus).
CrpykTypupoBaHue
nuckypca. O3HaKOMHUTENBEHOE
YTCHHE: PA3BUTHE TEMBI U
oOI1ast TMHUS apTyMEHTaIluH,
He MeHee 70% rnoHuMaHus
OCHOBHOM MH(}OpMaIu.
Hayunas pabota: ctpyktypa
TEMBbI, OCHOBHBIE aCIEKTHI,
KOTOPBIE HEOOXOUMO
packpbITh. CpeacTsa
CEMAHTHUYECKOU U
(hopManbpHOIi KOTe3UH.
I'pammaTuka: akTUBHBIN U
TACCUBHBIN 3aJI0TH.

IlepeBoa HAYYHBIX TEKCTOB:
0COOEHHOCTH TIEPEBO1a
M3Y4aeMbIX SBICHUH.
AyaupoBaHue: o0mas u
crnienranbHas uHhopMaIusl.

CobecenoBanue
I10 TECMC Haquoro
HCCIIEIOBAHMS,

pedepar.

Pa3nea 3. PedepupoBanue u
AHHOTHPOBAHUE HAYYHBIX
TEKCTOB

Pa3rosopHas npakruka:
y4acTHe B TUCKYCCHH/
TIOJIUJIOTE.
CrpykTypupoBaHue
TUCKypca: opopmIIeHHe
BBEJICHUS B TEMY, Pa3BUTHE
TEMBI, CMEHA TEMBI,
MOABECHUE UTOTOB
COOOIICHUS, THUIIUUPOBAHNE
Y 3aBEPILECHHUE pa3roBopa.
DopMUPOBAHUE CIIOBAPS
CIIEIIMAIbHOMN JIEKCUKH 10

CobecenoBanne
10 TEMEC HaquOl"O
HCCJIEIOBAHMS,

pedepar.




TeMe: OOIIeHayYHas JICKCUKa
Y TEPMUHBI.

I'pammaruka: riaroi,
WHOUHUTUB, IPUIACTHE.
H3yyariunee yreHune: mMogIHOE
U TOYHOE [TOHUMAaHHE
COJIepKaHus TEKCTa.
IIepeBon HaAyYHBIX TEKCTOB:
0COOCHHOCTH MepeBoia
HU3YyYaAEMBIX SIBJICHUM.
IMucsmo: ohopmiieHHe
3asBKH Ha KOH(epeHIuto,
AQHHOTAIIM s/ Te3UCHI.

Pa3roBopHasi npaKkTHKa:
y4JacTue B IucKyccuu/
HIOJIMJIOTE: TIepeada
SMOLMOHAIBHOMN OLIEHKH
COOOILIEHUS: CPECTBA
BBIPaKEHUSI
0J100peHus/He0J00peHUs,
YIUBJICHUS, IPEAIOYTCHHUS.
[lepenava HHTEIIEKTYaIbHBIX
OTHOILEHUMN: CPeCTBa
BbIPpAXKXCHUA
corylacusi/Hecormiacus,
CIOCOOHOCTH/HECTIOCOOHOCTH
clienarh 4To-imuodo,
BBIAICHCEHHEC BO3MOKHOCTHU

/HEBO3MOKHOCTH CIIEIATH
Pa3znea 4. YcerHas

yT0-1100, CobecenmoBanne
KOMMYHHMKAIMS HA HAYYHYIO

YBEPEHHOCTH/HEYBEPEHHOCTH | IO TEME HAyYHOTO
TeMaTHKY (cocTaBjeHUe 3

TOBOPSIIETO B COOOIIaeMbIX MCCIIEIOBAHMS,
YCTHOTO HAYYHOTO T0KJIa1a)

UM (akrax. pedepar.

®opMuUpOBaHKeE CJIOBAPS
CreUaJIbHOM JIEKCUKH 110
TeMe: O0IIeHAyYHOH JIEKCUKU
Y TEPMHUHOB.

I'pamMmaTHKa: yClIOBHBIE
MIPEUIOKEHUS,
cioBooOpaszoBanue. [lepeBox
HAyYHBIX TEKCTOB:
0COOEHHOCTH MepeBOa
M3y4aeMbIX SIBJICHUM.
IIucemo: pedepupoBanue
TEKCTA IO CIEIHATbHOCTH.
AynupoBaHmue:
noJpasymeBaemas
nHpopMaIus.

3. OneHo4YHbIE CPeICTBA (OLIeHOYHbIE MATEPUAJIbI)
[TpuMepHBIi TEepeYeHb OIICHOYHBIX CpPEACTB Ui TEKYIIErO KOHTPOJIS YCIIEBaeMOCTH



MMPOMEKYTOUYHOU aTTECTALMU

Ne HaumenoBanue

Kpatkas xapakTepucTrka OIeHOYHOTO CPE/ICTBA
/Tl | OLIEHOYHOTO CPEACTBA

Tekyiuii KOHTPOJIb
1 | Pedepar OrneHo4HOE CPECTBO TEKYIIETO KOHTPOJIS MpEeAroiaraeT 0030p u
CUCTeMAaTU3aIHI0 HH()OPMALIUH 110 OIPEIeIEHHON TeME Ha OCHOBE
HAyYHBIX UICTOYHUKOB.
2 | CobecenoBanue VYcrHas Oecema mpenogaBaTeliss C aclUPaHTOM, IO3BOJISIOLIAS
OIICHUTh HE TOJIBKO 3HaHHWE (PaKTOB, HO U YPOBEHb OCMBICICHUS
TE€MbI, CIOCOOHOCTb paccyXkJaTb B JUAJIOre W CIIOHTaHHO
apryMEeHTHPOBATh CBOIO MO3HUITHIO.

[IpomexyTouHas aTTecTanus
1 DK3amMeH CpenctBo  KOHTpPOJISI ~ yCBOGHHMS ~ y4eOHOro  maTepualia
MPAKTUYECKHMX M CEeMHMHApPCKUX  3aHATHH,  YCHEIIHOTO
MIPOXOKIACHUS TIPAKTHK U BBITIOJHEHHS B MPOIIECCE ITUX MPAKTHK
BCEX YYEOHBIX IMOPYYEHHH B COOTBETCTBHHM C YTBEP>KICHHOMN

HpOFpaMMOﬁ C BBICTaBJICHUECM OLICHKHN B BUJC
«HCYHAOBJICTBOPUTCIIBHO», «YAOBJICTBOPUTCIIBHO», «XOPOIIO»,
«OTIHYHO».

4. IlpumepHblii GOHI OLEHOYHBIX CPeACTB JJIsi NMPOBeJeHUs] TeKyllero KOHTPOJIA U
NPOMEKYTOUYHOM aTTecTauMu 00yYAKIIUXCH M0 AMCHHMILINHE (MOAYIK0) «2.1.5 NUHocTpaHHbIiT
SI3BIK)

Tembl 17191 codecenoBanust

. HccrnemoBaHne W BBIABICHUE  3aKOHOMEPHOCTEH  XMMHYECKMX  IPOLECCOB
AKHU3HEIESTEIbHOCTH.

2. Pacmpenenenue cocrtaBa, CTPYKTYpbl, (PYHKLMH, CBOWCTB W TNPEBPALICHUN BEIIECTB,
MPUCYIIMX KUBBIM OpraHU3MaM.

3. TlpeBpamienue o0e3BpeXHBaHHE KCEHOOMOTHKOB M HMCKYCCTBEHHBIX MAaTEpUaloB, HX
BIIMSIHHS HA JKUBBIE OPTaHU3MBI U Ha Ouocdepy B LETOM.

4. Ilpoueccel, onpeaesstonne KU3Hb pacTeHU, 0COOEHHOCTH X MeTaboJI3Ma U CUCTEMBI
UX PEryJsIUH.

5. Mup pactenuii, ero pasHooOpa3ue, F€HE3UC, pacCIpOCTPAHEHUE, CTPOCHUE U CBOWCTBA
pacTeHMii M PACTUTENBHBIX COOOIIECTB, UX CBSA3M CO CpeAOM OOMTAaHUS WU JAPYTUMH KUBBIMU
OpraHU3MaMH.

6. Pa3pa0oTka HaydHBIX OCHOB pAIMIOHAJIBHOIO MCMOJb30BAaHUS U COXpPaHEHUs Kak
HE00XO0AUMOT0 YCIOBUS YCTOWYMBOTO PA3BUTHS YEJIOBEUECTBA.

7. UccnenoBanue rexHesuca u reorpaduu mous, UX MOP(OJIOrHYECKUX M aHATUTHUYECKHX
CBOMCTB, MUHEPAJIOTO-TPAHYJIOMETPUYECKOTO0 COCTaBa, KOJIMUYECTBA M COCTaBa KUBOTO U MEPTBOIO
OpPraHMYECKOTO BEIIECTBa, a TakkKe (DYHKIHOHHUPOBAHUS IOYB B COBPEMEHHBIX €CTECTBEHHBIX U
arpoTeXHOTeHHBIX JaHmadTax.

8. W3yueHue (QyHKIMOHUPOBAHUS OpraHW3Ma >KUBOTHBIX U YEJIOBEKA; HCIOJb3YyeT
noBeJeHHe, (U3UOJIOTHUECKUE, OMOXMMUYECKHE, T€HETHYECKHE, MOJEKYISIPHO-OHOIOrHUeCKue
MOAXOJIbI JUIs aHan3a QYHKIIMI opraHu3Ma.

Pegepar

[TponyKT caMmoCTOATENbHON pabOTHI CTYICHTA, MPEACTABISIONNN COO0M KPaTKOE U3JI0KEHNE
B [IHCBMEHHOM BH/JIE€ IIOJyUYEHHBIX PE3YyJIbTaTOB TEOPETUUYECKOIO aHAIN3a ONPENEICHHON HAayuyHOU
(yueOHO-HCCTIeIOBAaTEIbCKON) TEMBI, TJAE€ aBTOP pPaCKpPhIBA€T CYTh HCCIEIyeMON MpOOJIeMBl,
MPUBOAMT Pa3IMUHbIC TOUKH 3PEHUS, a TAK)KE COOCTBEHHBIE B3Il HA HEe.

Tembl pedepaToB
1.Hayunoe oTHomeHue. HaydHble METO/IBI M METO/IBI HAYKH.



2. Yucras u npukiagHas Hayka. Poib maHca B HAy4HOM OTKPBITHH.

3. TexHOJOTHS ¥ MHHOBAIUU.

4. TeXHOJIOTMH 3aBTpa POAUBIIETOCS CErOHS.

5. OTHOIICHUS MEXAY HAYKOH M OOIIIECTBOM.

6. JlocTr>KeHHE HAyKU U TEXHUUYECKOM pPEBOIIOLIMM U HAIIEH €KeIHEBHOM JKU3HHU.

Tembl pedepatoB

1. Diingung des Griinlandes

2. Bekdmpfen von Schadpllanzen

3. Pflege des Getreides

4. Anbau von Sommergetreide

5.Algemeine Grundlagen des Getreidebau

6. Anbau von Wintergetreide

7. Pflanzenschutz im Getreide

8. Ernte, Trockung und Lagerung des Getreides

9. Maisanbau

10. Krankenheiten und Schédlinge

11. Hackfruchtbau

12. Zucker- und Futterriiben

13. Fruchtfolge

14. Feldfutterbau

15. Kleergrasgemische

16. Zwischenfruchtbau

17. Zusammenhdnge zwischen moderner Pflanzenproduction, Bodenfruchtbarkeit und
Umwelt

18. Alternativer Landbau

19. Ertragssteigerung und Umwelt Leguminosen.

Texcrsl 1J191 pedpepupoBaHUs M AHHOTHPOBAHUA 10 CHELUAIBLHOCTH
Peq)epupona}me OPUIHHAJIBHOI0 TEKCTA IO CIICHHAJILHOCTH.
COMPUTER CRIMES

More and more, the operations of our businesses, governments, and financial institutions are
controlled by information that exists only inside computer memories. Anyone clever enough to
modify this information for his own purposes can reap substantial re wards. Even worse, a number of
people who have done this and been caught at it have managed to get away without punishment.

These facts have not been lost on criminals or would-be criminals. A recent Stanford Research
Institute study of computer abuse was based on 160 case histories, which probably are just the
proverbial tip of the iceberg. After all, we only know about the unsuccessful crimes. How many
successful ones have gone undetected is anybody's guess?

Here are a few areas in which computer criminals have found the pickings all too easy.

Banking. All but the smallest banks now keep their accounts on computer files. Someone who
knows how to change the numbers in the files can transfer funds at will. For instance, one programmer
was caught having the computer transfer funds from other people's accounts to his wife's checking
account. Often, tradition ally trained auditors don't know enough about the workings of computers to
catch what is taking place right under their noses.

Business. A company that uses computers extensively offers many opportunities to both
dishonest employees and clever outsiders. For instance, a thief can have the computer ship the
company's products to addresses of his own choosing. Or he can have it issue checks to him or his
confederates for imaginary supplies or services. People have been caught doing both.

Credit Cards. There is a trend toward using cards similar to credit cards to gain access to
funds through cash-dispensing terminals. Yet, in the past, organized crime has used stolen or
counterfeit credit cards to finance its operations. Banks that offer after-hours or remote banking
through cash-dispensing terminals may find themselves unwillingly subsidizing organized crime.



Theft of Information. Much personal information about individuals is now stored in
computer files. An unauthorized person with access to this information could use it for blackmail.
Also, confidential information about a company's products or operations can be stolen and sold to
unscrupulous competitors. (One attempt at the latter came to light when the competitor turned out to
be scrupulous and turned in the people who were trying to sell him stolen information.)

AHHOTHPOBaHHE TEKCTA MO CHENHATHLHOCTH
COMPUTERS

Generally, any device that can perform numerical calculations, even an adding machine, may
be called a computer but nowadays this term is used especially for digital computers. Computers that
once weighed 30 tons now may weigh as little as 1.8 kilograms. Microchips and microprocessors
have considerably reduced the cost of the electronic components required in a computer. Computers
come in many sizes and shapes such as special-purpose, laptop, desktop, minicomputers,
supercomputers.

Special-purpose computers can perform specific tasks and their operations are limited to the
programmes built into their microchips. There computers are the basis for electronic calculators and
can be found in thousands of electronic products, including digital watches and automobiles.
Basically, these computers do the ordinary arithmetic operations such as addition, subtraction,
multiplication and division.

General-purpose computers are much more powerful because they can accept new sets of
instructions. The smallest fully functional computers are called laptop computers. Most of the
general-purpose computers known as personal or desktop computers can perform almost 5 million
operations per second.

Today’s personal computers are known to be used for different purposes: for testing new
theories or models that cannot be examined with experiments, as valuable educational tools due to
various encyclopedias, dictionaries, educational programmes, in book-keeping, accounting and
management. Proper application of computing equipment in different industries is likely to result in
proper management, effective distribution of materials and resources, more efficient production and
trade.

Minicomputers are high-speed computers that have greater data manipulating capabilities than
personal computers do and that can be used simultaneously by many users. These machines are
primarily used by larger businesses or by large research and university centers. The speed and power
of supercomputers, the highest class of computers, are almost beyond comprehension, and their
capabilities are continually being improved. The most complex of these machines can perform nearly
32 billion calculations per second and store 1 billion characters in memory at one time, and can do in
one hour what a desktop computer would take 40 years to do. They are used commonly by
government agencies and large research centers. Linking together networks of several small computer
centers and programming them to use a common language has enabled engineers to create the
supercomputer. The aim of this technology is to elaborate a machine that could perform a trillion
calculations per second.

Pe¢epupoBanue OpurnHaJILHOIO TEKCTA MO CHIEHUATBHOCTH
IInucbMeHHBbI NIEPpEeBO CO CJI0BAPEM OPHMITMHAJIBHOIO TEKCTA MO0 CIIEHHATbHOCTH.
A New Abstraction for Information Management

In this article we introduce data spaces as a new abstraction for data management and we
propose the design and development of Data Space Support

Platforms (DSSPs) as a key agenda item for the data management field. In a nutshell, a DSSP
offers a suite of interrelated services and guarantees that enables developers to focus on the specific
challenges of their applications, rather than on the recurring challenges involved in dealing
consistently and efficiently with large amounts of interrelated but disparately managed data. We begin
our discussion of data spaces and DSSPs by placing them in the context of existing systems.

The distinguishing properties of data space systems are the following:



o A DSSP must deal with data and applications in a wide variety of formats accessible through
many systems with different interfaces. A DSSP is required to support all the data in the data space
rather than leaving some out, as with a Database Management System (DBMS).

e Although a DSSP offers an integrated means of searching, querying, updating, and
administering the data space, often the same data may also be accessible and modifiable through an
interface native to the system hosting the data. Thus, unlike a DBMS, a DSSP is not in full control of
its data.

e Queries to a DSSP may offer varying levels of service, and in some cases may return best-
effort or approximate answers. For example, when individual data sources are unavailable, a DSSP
may be capable of producing the best results it can, using the data accessible to it at the time of the
query.

¢ [JA DSSP must offer the tools to create tighter integration of data in the space as necessary.

Logical Components of Data spaces

A data space should contain all of the information relevant to a particular organization
regardless of its format and location, and model a rich collection of relationships between data
repositories. Hence, we model a data space as a set of participants and relationships.

The participants in a data space are the individual data sources: they can be relational
databases, XML repositories, text databases, web services and software packages. They can be stored
or streamed (managed locally by data stream systems), or even sensor deployments.

Some participants may support expressive query languages, while others are opaque and offer
only limited interfaces for posing queries (e.g., structured files, web services, or other software
packages). Participants vary from being very structured (e.g., relational databases) to semi-structured
(XML, code collections) to completely unstructured. Some sources will support traditional updates,
while others may be append-only (for archiving purposes), and still others may be immutable.

AHHOTHpOBaHI/Ie TEKCTa M0 CICIUAJIBbHOCTHU

Yrenue 0e3 CJIOBapsi OPUIHHAJBHOI0O TEKCTa IO CHCHMAJBHOCTH M IIepeaava €ro
CoACpKaHUA HA AHIJIMIICKOM SI3bIKE.

THE NETWORKING

The term internetworking refers to linking individual LANs together to form a single
internetwork. This internetwork is sometimes called an enterprise network because it interconnects
all of the computer networks throughout the entire enterprise. There are three major types of devices
used for internetworking: bridges, routers, and switches.

Bridges and routers are both special kinds of devices used for internetworking LANSs that is,
linking different LANs or LAN segments together. Many organizations have LANs located at sites
that are geographically distant from each other. Routers were originally designed to allow users to
connect these remote LANS across a wide area network, but bridges can also be used for this purpose.
By placing routers or bridges on LANs at two distant sites and connecting them with a
telecommunications link, a user on one of the LANs can access resources on the other LAN as if
those resources were local.

Bridges and routers link adjacent LANSs. Local bridges and routers were first used to extend
the area a network could cover by allowing users to connect two adjacent LANs to maintain
performance by reducing the number of users per segment. Both Ethernet and Token Ring specify
limits on maximum distances between workstations and hubs, hubs and hubs, and a maximum number
of stations that can be connected to a single LAN. To provide network connectivity for more people,
or extend it to cover a larger area, it is sometimes necessary to link two different LANs or LAN
segments. Bridges and routers can both provide this function.

Today, however, these internetworking devices are also increasingly used to segment LANs
to maintain performance by reducing the number of users per segment. When users on a single LAN
begin to experience slower response times, the culprit is often congestion: too much traffic on the
LAN. One method users are employing to deal with this is to break large LANs with many users into
smaller LANSs, each with fewer users. Adding new network users may require the organization to



create new LANSs to accommodate them. Implementing new applications on an existing LAN can
create so much incremental traffic that the organization may need to break the LAN into smaller
LANSs segments to maintain acceptable performance levels.
PedeprpoBanne OpMrnHAJILHOIO TEKCTA MO CHIENMATBHOCTH
Aphids Control

Broad beans can be protected by removing the tops of the plants before the aphids arrive, the
broken off stem is not a very attractive site for incoming aphids and they fly away to seek a more
favourable landing place. Broad beans, grown from greenhouse raised plants will be fruiting before
the aphids arrive, the crop is then unaffected. Cabbage aphids can be controlled by keeping a sharp
lookout for distorted leaves and then crushing the patches of aphids between finger and thumb. The
use of fleece as a barrier to prevent flying aphids from landing is also an effective method of
protecting brassicas. This latter method must not to be used on crops that require pollination as the
pollinating insects will also be excluded.

Birds

The pigeon has a large appetite and will quickly destroy a row of brassica transplants; model
hawks and scarecrows are effective for a very limited period. The only safe way is to cover the plants
with fleece. House sparrows have a liking for germinating peas, lettuce seedlings and transplants. The
only effective way of preventing damage is to cover with cloches, nets, black cotton or fleece. The
covers must be positioned soon after transplanting as small plants disappear in a single visit. This
problem is worse in early spring; protection is seldom necessary later in the year when other types of
bird food are available.

Caterpillars

These are the larvae of butterflies and moths that feed on all parts of plants, they are most
troublesome on brassica crops where they eat only the leaves. The plants are damaged by leaf loss
and by frass (droppings) which is unsightly especially on the curds of cauliflowers. Large white
butterfly caterpillars are usually present in groups on individual plants which they soon reduce to a
skeleton, other plants nearby remaining undamaged. Small white butterfly caterpillars (the pale green
ones) are found in ones or twos on most plants often feeding in the growing point. Cabbage moth
caterpillars are darker in colour and feed at night.

AHHOTHpOBaHI/Ie TEKCTa M0 CICIUAJIbHOCTH!

Yrtenne 0e3 CJ10Bapsd OPUIHHAJIBHOI0 TEKCTAa MO0 CIHCHHAJTBHOCTH M [epeaava €ro

COACpPKaHus HA AHTJIMICKOM SfI3bIKe.
DATA SPACE SYSTEMS

We now outline one possible set of components and architecture for a data space system. As
depicted in Figure 5, a DSSP offers several interrelated services on the data space, some of which are
generalizations of components provided by a traditional DBMS. It is important to keep in mind that
unlike a DBMS, a DSSP does not assume complete control over the data in the data space. Instead, a
DSSP allows the data to be managed by the participant systems, but provides a new set of services
over the aggregate of these systems, while remaining sensitive to the autonomy needs of the systems.
Furthermore, we may have several DSSPs serving the same data space — in a sense, a DSSP can be a
personal view on a particular data space.

¢ Catalogue and Browse: The catalogue contains information about all the participants in the
data space and the relationships among them. The catalogue must be able to accommodate a large
variety of sources and support differing levels of information about their structure and capabilities.
Wherever possible, the catalogue should contain a basic inventory of the data elements at each
participant: identifier, type, creation date and so forth.

eSearch and Query: The component should offer the following capabilities: query
everything, structured query, meta-data queries, monitoring.

e Local store and index: A DSSP will have a storage and indexing component for the
following goals: (1) to create efficiently query able associations between data objects in different
participants, (2) to improve accesses to data sources that have limited access patterns, (3) to enable



answering certain queries without accessing the actual data source, and (4) to support high availability
and recovery.

e The Discovery Component: The goal of this component is to locate participants in a data
space, create relationships between them, and help administrators to refine and tighten these
relationships.

eThe Source Extension Component: Certain participants may lack significant data
management functions. A DSSP should be able to imbue such a participant with additional
capabilities, such as a schema, a catalogue, keyword search and update monitoring.

PedeprpoBanne OpMrnHAJILHOIO TEKCTA MO CHIENMATBHOCTH
COMPUTER FOR WORK AND LEISURE

The computer is a device that processes information with surprising speed and accuracy.
Computers process information. They create data, display and store it, reorganize and calculate with
it, communicate it to other computers. Computers can process numbers, words, pictures, moving
pictures, and sounds. The computer has changed the way we work, learn, communicate, and play.
Students, teachers, and research scientists use the computer as a learning tool. Millions of individuals
and organizations communicate with one another over a network of computers called the Internet.

Almost all computers are electronic digital computers.

The technology of computer hardware (the physical parts of computer systems) has advanced
tremendously since 1946, when the first electronic digital computer was built. That machine filled a
huge room. Today, a single microprocessor, a device the size of a fingernail, can do the same work.

The technology of software (programs, or sets of computer instructions and information) is
also advancing rapidly. Early users of computers wrote their own software. Today, most users buy
programs created by companies that specialize in writing software.

Because of advances in hardware and software, the price of computing has dropped sharply.
As a result, the number of computers in operation has risen rapidly ever since the first commercial
digital computers were manufactured in the 1950’s. More than 10,000 computers were in operation
worldwide by 1961. Ten years later, the number exceeded 100,000. By 1990, about 100 million
computers were running. By the mid-1990’s, the number had reached about 200 million.

Pe(bepnpOBa}me OPUTUHAJIBHOTO0 TEKCTA IO CIIENUAILHOCTH
PEER-TO-PEER VERSUS A CLIENT-SERVER

Every network, regardless of whether it is “peer-to-peer” or “client — server” based requires
some form of special software in order to control the flow of information between the users being
networked. A Network Operating System, or “NOS”, is installed on each computer requiring network
access. The NOS monitors and at times controls the exchange and flow of files, email, and other
network information.

Network Operating Systems are classified according to whether they are peer-to-peer or
client-server Network Operating Systems. A Peer-to-peer capable network operating system, such as
Windows 95, Windows 98 and Windows for Workgroups are usually the best choices for home and
small office networks. They do an excellent job of sharing applications, data, printers, and other local
resources across a handful of computers. Client-Server network operating systems, such as Windows
NT and Novel NetWare are better for larger scale organizations that require fast network access for
video, publishing, multimedia, spreadsheet, database, and accounting operations. However, with the
recent decreases in hardware costs, don't shy away from a client-server installation in your home or
home-office if you feel that faster network access for such things as streaming video, video and web
page publishing and database operations would make life easier for you.

Peer-to-Peer Networks:

Peer-to-peer networks allow you to connect two or more computers in order to pool their
resources. Individual resources such as disk drives, CD-ROM drives, scanners and even printers are
transformed into shared resources that are accessible from each of the computers.



Unlike client-server networks, where network information is stored on a centralized file server
computer and then made available to large groups of workstation computers, the information stored
over a peer-to-peer network is stored locally on each individual computer. Since peer-to-peer
computers have their own hard disk drives that are accessible and sometimes shared by all of the
computers on the peer-to-peer network, each computer acts as both a client (or node) and a server
(information storage). In the diagram below, three peer-to-peer workstations are shown (Fig.9).
Although not capable of handling the same rate of information flow that a client-server network
would, all three computers can communicate directly with each other and share each other's resources.

AHHOTI/IPOBaHI/Ie TEKCTa 110 CIICIIMAJIBHOCTH
COMPUTERIZATION

“Computerization” refers to worldwide technology integration and adoption of computers and
other electronic IT devices, along with the Inter- net, to support the activities that people do in the
course of their daily lives. A person who uses a computer online exemplifies computerization.

Thus, computerization generally has to do with the integration of IT devices and computerized
systems into communications, transportation, manufacturing, military weaponry, entertainment
systems, and virtually all other technological areas of modern life.

The process of computerization began in the late 1940s with the invention of modern
computers to provide missile guidance systems (cucrembl HaBenenus paker) for the US military.
However, it was not until 1969 with the invention of the Advanced Research Project Agency Network
(AR- PANET) that computerization as we now understand it really began to expand. ARPANET laid
the foundation for the Internet in 1983, its commercialization in 1988, and finally the World Wide
Web in 1991. Over this period of time, extending half a century, what began as a small number of
mainframe computers evolved into personal computers (PCs) that have been widely adopted for
academic, government, business, non-profit organization, and individual user purposes.

Today approximately 2 billion computers exist on the Earth, with over 3 billion individual
users of the Internet. Utilization of the Internet expanded nearly 275 % from 2000 to 2008. In 2015
in North America alone approximately 88 %t of the domestic population (314 million out of 357
million people) used the Internet regularly. North America represents approximately 9.3 % of
worldwide Internet users. And there are currently over 1 billion Web sites existing on the World Wide
Web, with thousands of new Web sites created every day.

Today digital computers, IT devices, and plug-in media/components are increasingly smaller,
portable, and much more affordable. They have faster processing speeds, greater memory, and
increasingly more built-in functions. Several manufacturers integrate personal digital assistant (PDA)
and cellular phone capabilities, and it is difficult to purchase a cell phone without a built-in digital
camera.

Pe¢epupoBanue OpurnHaJILHOIO TEKCTA MO CHIELHMATBHOCTH.
CLASSES OF COMPUTERS

Supercomputer is the fastest type of computer. Supercomputers are very expensive and are
employed for specialized applications that require immense amounts of mathematical calculations.
Weather forecasting, animated graphics, fluid dynamic calculations, nuclear energy research, and
petroleum exploration require a supercomputer.

Mainframe is a very large and expensive computer capable of supporting hundreds, or even
thousands, of connected users simultaneously. In some ways, mainframes are more powerful than
supercomputers because they support more simultaneous programs. But supercomputers can execute
a single program faster than a mainframe.

Minicomputer is a midsized computer. In size and power, minicomputers lie between
workstations and mainframes. But in general, a minicomputer is a multiprocessing system capable of
supporting from 4 to about 200 users simultaneously.

The term microcomputer is generally synonymous with personal computer (PC), or a
computer that depends on a microprocessor. Microcomputers are designed to be used by individuals,



whether in the form of PCs, workstations or notebook computers. A microcomputer contains a central
processing unit (CPU) on a microchip (the microprocessor), a memory system (typically read-only
memory (ROM) and random access memory (RAM)), a bus system and 1/O ports, typically housed
in a motherboard.

Workstation is a computer intended for individual use that is faster and more capable than a
personal computer. It's intended for business or profession- al use (rather than home or recreational
use). Workstations and applications designed for them are used by small engineering companies,
architects, graphic designers, and any organization, department, or individual that requires a faster
microprocessor, a large amount of random access memory, and special features such as high-speed
graphics adapters.

PDA is short for personal digital assistant, is a handheld device that com- bines computing,
telephone/fax, Internet and networking features. A typical PDA can function as a cellular phone, fax
sender, Web browser and personal organizer. PDAs may also be referred to as a palmtop, hand-held
computer or pocket computer. Unlike portable computers, most PDAs began as pen-based, using a
stylus rather than a keyboard for input. This means that they also incorporated.

AHHOTHpOBaHI/Ie TEKCTa M0 CIICIUAJIbHOCTU.
MULTIPLE DOCUMENT INTERFACE

Multiple document interface is considered an advanced interface in computer sciences.
Graphical computer applications with a Multiple Document Interface (MDI) are those whose
windows reside under a single parent window (usually with the exception of modal windows), as
opposed to all windows being separate from each other (single document interface). The initialism
MDI is usually not expanded. In the usability community, there has been much debate over which
interface type is preferable. Generally SDI is seen as more useful in cases where users work with
more than one application. Companies have used both interfaces with mixed responses. For example,
Microsoft has changed its Office applications from SDI to MDI mode and then back to SDI, although
the degree of implementation varies from one component to another.

The disadvantage of MDI usually cited is the lack of information about the currently opened
windows: In order to view a list of windows open in MDI applications, the user typically has to select
a specific menu ("window list" or something similar), if this option is available at all. With an SDI
application, the window manager's task bar or task manager displays the currently opened windows.
In recent years, applications have increasingly added "task-bars" and “tabs” to show the currently
opened windows in an MDI application, which has made this criticism somewhat obsolete. Some
people use a different name for this interface, “tabbed document interface” (TDI). When tabs are used
to manage windows, individual ones can usually not be resized.

Compared to single document interface we can point out the following advantages. With MDI
(and also TDI), a single menu bar and/or toolbar is shared between all child windows, reducing clutter
and increasing efficient use of screen space. An application's child windows can be
hidden/shown/minimized/maximized as a whole. Features such as “Tile” and “Cascade” can be
implemented for the child windows. Possibly faster and more memory efficient, since the application
is shared, and only the document changes the speed of switching between the internal windows is
usually faster than having the OS switch between external windows. Usually much faster to work
with, from usability point of view, because you get a workspace of your own for this application to
concentrate on, without other applications interfering, moreover, there are less mouse clicks to get
things done, and less mental time for the user to seek the function (s)he needs.

Pe¢epupoBanie OpUriHAJILHOIO TEKCTA M0 CHIEHMATBHOCTH
CLASSES OF COMPUTERS

Supercomputer is the fastest type of computer. Supercomputers are very expensive and are
employed for specialized applications that require immense amounts of mathematical calculations.
Weather forecasting, animated graphics, fluid dynamic calculations, nuclear energy research, and
petroleum exploration require a supercomputer.



Mainframe is a very large and expensive computer capable of supporting hundreds, or even
thousands, of connected users simultaneously. In some ways, mainframes are more powerful than
supercomputers because they support more simultaneous programs. But supercomputers can execute
a single program faster than a mainframe.

Minicomputer is a midsized computer. In size and power, minicomputers lie between
workstations and mainframes. But in general, a minicomputer is a multiprocessing system capable of
supporting from 4 to about 200 users simultaneously.

The term microcomputer is generally synonymous with personal computer (PC), or a
computer that depends on a microprocessor. Microcomputers are designed to be used by individuals,
whether in the form of PCs, workstations or notebook computers. A microcomputer contains a central
processing unit (CPU) on a microchip (the microprocessor), a memory system (typically read-only
memory (ROM) and random access memory (RAM)), a bus system and 1/O ports, typically housed
in a motherboard.

Workstation is a computer intended for individual use that is faster and more capable than a
personal computer. It's intended for business or profession- al use (rather than home or recreational
use). Workstations and applications designed for them are used by small engineering companies,
architects, graphic designers, and any organization, department, or individual that requires a faster
microprocessor, a large amount of random access memory, and special features such as high-speed
graphics adapters.

PDA is short for personal digital assistant, is a handheld device that com- bines computing,
telephone/fax, Internet and networking features. A typical PDA can function as a cellular phone, fax
sender, Web browser and personal organizer. PDAs may also be referred to as a palmtop, hand-held
computer or pocket computer. Unlike portable computers, most PDAs began as pen-based, using a
stylus rather than a keyboard for input. This means that they also incorporated.

AHHOTHPOBaHHE TEKCTA 110 CNIEHHUAIBHOCTH
INTERFACE IN PROGRAMMING

The concept of interface is the cornerstone of modular programming, a forerunner and a
standard ingredient of object-oriented programming. In object oriented programming, an object's
interface consists of a set of methods that the object must respond to. Note that the object does not
make its instance variables a part of its interface - these are typically accessed by means of accessory
methods. Some object-oriented programming languages mandate that the interface to the object be
specified to the compiler separately from the implementation of that object, whilst others relax the
requirement. For example, a class in a programming language such as Objective-C consists of its
interface, specified in a header file, and the implementation in the source file. Because of the
dynamically typed nature of Objective-C, one can send messages to any object, and the interface to
the class becomes important as it specifies the methods the class responds to.

Interfaces were historically derived from the header files of the C making them a part of the
language semantics (as opposed to a mere preprocessor feature).

The Java programming language takes a different approach to the concept of the interface
normally existing in other object-oriented programming languages (i.e. that the interface specified is
the interface to the class), in that an interface specifies a set of methods which implement some
specific functionality, common to a set of classes. Some programming languages (e.g. D, Java,
Logtalk) allows the definition of interface hierarchies. This allows easy definition of e.g. both
minimal and extended versions of an interface. Some programming languages (e.g. Logtalk) support
private and protected implementation of an interface. Thus, the (public) methods declared in an
interface can easily become private or protected methods of a class implementing the interface.

The Eiffel language includes in the interface of a class its invariants and the pre and post
conditions of the methods of the class. This is essential to the methodology of design by contract, and
may be regarded as an extension of the conditions imposed by the types of the arguments. These rules
may be specified in the implementation of a class or in an ancestor which may leave the methods



unimplemented. They are extracted by language processors to provide an interface view in the
development environment and to generate run-time assertions (checks) in debug versions. The
language also ensures that derived classes obey the contracts of their ancestors.
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